
29 
 

What is Artificial Intelligence (AI)? 

Artificial Intelligence (AI) is usually defined as the science of making 

computers do things that require intelligence when done by humans. 

 

Some common terms in the searching issues 

State:  

State is a representation that an agent can find itself in. 

State Space: 

A state space is a graph whose nodes are the set of all states, and whose 

links are actions that take the agent from one state into another. 

Search Tree:  

A search tree is a tree in which the root node is the start state and has a 

reachable set of children. 

Search Node:  

A search node is a node in the search tree. 

Goal:   

A goal is a state that the agent is trying to reach. 

Action:  

An action is something that the agent can choose to do. 

Branching Factor:  

The branching factor in a search tree is the number of actions available to 

the agent. 

Example: Describe and give an example for the Travelling Salesman 

Problem (TSP) as a state space?  

Solution: 

Given an undirected weighted graph, we should find a shortest tour         

(a shortest path in which every node (city) is visited exactly once, except 

that the initial and terminal nodes are the same). 

Figure below shows an example of such a graph and its optimal 

solution. A, B, etc., are cities and the numbers associated with the links 

are the distances between the cities. 
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The total distance is 31 and represents an optimal solution.  

 

Uninformed Search (Blind Search) 

1-Breadth – First – Search 

In breadth –first search, when a state is examined, all of its siblings 

are examined before any of its children. The space is searched level-by-

level, proceeding all the way across one level before doing down to the 

next level. 
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Breadth – first – search Algorithm 

Begin 

Open: = [start]; 

Closed: = [ ]; 

While open   [ ] do 

Begin 

Remove left most state from open, call it x; 

If x is a goal the return (success) 

Else 

Begin 

Generate children of x; 

Put x on closed; 

Eliminate children of x on open or closed; 

Put remaining children on right end of open 

End   

End 

Return (failure) 

End. 

Example: 
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2-Depth – first – search 

In depth – first – search, when a state is examined, all of its children 

and their descendants are examined before any of its siblings. Depth – first 

search goes deeper in to the search space whenever this is possible. 

 
 

Depth – first – search Algorithm 

Begin 

Open: = [start]; 

Closed: = [ ]; 

While open   [ ] do 

Remove leftmost state from open, call it x; 

If x is a goal then return (success) 

Else begin 

Generate children of x; 
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Put x on closed; 

Eliminate children of x on open or closed; put remaining children on 

left end of open end 

End; 

Return (failure) 

End. 
 
 

 

Informed Search (Heuristic Search) 

A heuristic is a method that might not always find the best solution 

but is guaranteed to find a good solution in reasonable time. By sacrificing 

completeness it increases efficiency. Heuristic search is useful in solving 

problems which:- 

• Could not be solved any other way. 

• Solution takes an infinite time or very long time to compute. 

• Heuristic search methods generate and test algorithms, from these 

methods are:- 

1- Hill Climbing. 

2- Best-First Search. 

3- A and A* algorithm. 

1- Hill Climbing 

The idea here is that, you don’t keep the big list of states around you 

just keep track of the one state you are considering, and the path that got 

you there from the initial state. At every state you choose the state leads 

you closer to the goal (according to the heuristic estimate), and continue 

from there.  

The name “Hill Climbing” comes from the idea that you are trying to 

find the top of a hill, and you go in the direction that is up from wherever 


