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Abstract: This paper indicates that the potential attack to traditional/cloud
network is Denial of Service (DoS) attack that effect on the availability of
the resource, to solve this problem; this paper propose hidden naive
bays(HNB) classifier to enhance the accuracy of detect DoS attack in
cloud network with taking into consideration the traditional environment,
the system applied NB classifier firstly supported by discretization and
feature selection method to show the difference between the traditional NB
classifier and the new model HNB classifier. Two methods are used to
select the best feature (Info Gain and Gain ratio) and by used two dataset
(KDD cup 99 and NSL KDD datasets) that are used to evaluate the
performance of the system. The experiential result show that the proposed
system based on HNB classifier enhance the accuracy of detect DoS
attack where reach to 100% in three test dataset that are different in size
and content by use KDD cup 99 dataset and select only twelve features
depended on gain ratio as feature selection, while when used NB classifier
the accuracy of detect DoS is equal (94, 97, 98) in three different test
dataset. In NSL KDD dataset the accuracy of detect DoS reach to 90% for
three test dataset based on HNB classifier and by select 10 features
based on GR method, while when used NB classifier is equal to (88, 87,
86) for three test dataset.

Keywords: Intrusion detection system, data mining, multiclass
classification.
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1. Introduction

Cloud computing provides a service in form of data storage and
computing power, through the Internet with little efforts for management,
release and resource allocation!¥). Cloud Computing has some similarities
with distributed systems, through usage network environment features. It
is a modern design of computer services. Therefore the security is
considered as one of important matter in this environment. Since a large
number of end users connected to the network within times ?. One of the
major security challenges in a cloud environment is the detection of any
attacks and intrusions. Cloud network exposes to high risk of attacks and
one of these attacks that lead to violation in security is DDoS or DoS
attack™!,

Intrusion detection (ID) is the process of monitoring the instances that
happen in a network or computer system, then analyzing them for
detecting the attacks, its attempts to compromise the confidentiality,
availability, and integrity or to bypass the security mechanism of network
or computer®. ID methods are classified into Signature based detection
also called misuse based detection where employs a priori knowledge of
attack signatures. The signatures are manually constructed by security
experts analyzing previous attack patterns and used to match with
incoming traffic to detect intrusions. Another method is Anomaly based
detection where uses a different method to detect the attack. It identifies
[%]ny kind of network connection violating the normal connection as a threat

Data mining (DM) is a task of data analysis where computer driven
algorithms are used to find the essential pattern from the data. Data
mining involves four classes of the tasks; Classification, Association rule
learning, Regression and Clustering. Classification is used to determine
the category of new events on the training dataset that containing tuples or
instances whose category membership is known .

One of the most popular classification methods is NB classifier which
applied to many domains, including intrusion detection; NB classifier has
strong independence assumption since it depends on applying Bayes
theorem. The independence assumption means that the probability of one
feature doesn't effect on the probability of the other features. NB classifier
can be defined as Eq. (1), where P(C) is the probability of class while
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P(al,a2,..,An|c) is the probability of values in features within a class, the
assumption of independence of the features is defined in Eq. (2) "\

c(E) = argmax.cc P(c)P(ay,a,, ...,a,|c) Q)

P(Elc) = P(ay,a;,..,axlc) = ?:1 P(a;|c) 2

There are several studies discussed the importance of eliminating the
independence assumption of NB classifier in last years, one of these
studies introduced HNB classifier, this new model depends on building
another layer which represents a hidden parent for every attribute. The
hidden parent (Apy;) is used together the weighted influences from all
other attributes (4;), where ij=1, 2,... nand i is not equal to j, and P(C) is
the probability of class. Joint distribution is defined as Eq. (3), while the
[r;]idden parent defined as Eq. (4), and HNB classifier is defined as Eq. (5)

P(A;,.A;|C) = P(C) [Iix1 P(AilApp, ©) 3)
P(Ai|Anpi, C) = X1 j2i Wij * P(4i|4;,C) (4)
c(E) = argmaxgec P(c) [1i21 P(a;lany;, ) (5)

The weights W;; is calculated by using conditional mutual information
(CMI) between every two attributes 4; and A; as viewed in Eq. (6), The
CMl is defined as Eq. (7) [8].

Ip (A;;A;]C)

Wl} = n Ip(Ai;Ajlc) (6)

j=1,j#i

I (A-'A-|C) =Yoo a: P(a- a; c) log _Plavajl) 7
PR aajpe ST P(ailc)P(ajlc)

Feature selection is an important data processing step applying before

a training phase, the process of reduction attributes space leads to

simplify the use of different visualization technique and a better

understandable model. There are two common approaches are used for

feature reduction, the first method is information gain (IG) that evaluating

the attribute worth by use entropy with respect to the class. Entropy is

often used in information theory measure; it is defined as a measure of

systems unpredictability. The higher entropy appears in an attribute that

- 154 -



Al-Mansour Journal/ Issue (31) 2019 (31) 2322l /) saiall dlaa

has more information content. The Entropy of each feature is defined as
Eq. (8) where a is a value of feature, and a =1, 2, ..,n. The Information
needed to classify D after using A for divide D into n partitions is viewed in
Eg. (9). Information gained by branching an attribute A as in Eq. (10) !,

Info D =H(A) = - ¥, P(a) Log, P(a) (8)
Info,(0) = £i 2+ 1(D)) ©)
Gain (A)= Info D - Info 5(D) (20)

The second feature selection that used in the proposed system is
Gain Ratio (GR) that modifies the information gain to allow for uniformity
and breadth of the values of attributes, GR method choose the attribute by
taking into account the number and size of values. It enhances IG by
taking into consideration the substantial information, where the substantial
information is the entropy of distribution of events into branches as
Eq.(l[llg. This value generated by splitting the training data set as in Eq.
(12) “-.

D Dy

Split Info,(D) = _Z};lﬁ logz 177 (11)
. . Gain (A
Gain Ratio (A) = Sm%nf(ozA) (12)

The KDD Cup 99 dataset consist of 10% of the original dataset that
consisting of 494,020 records every record contains 41 features and class
feature labelled either attack or normal. It has 19.69% normal and 80.31%
attack. The NSL KDD has the same features as KDD Cup 99 dataset. It's
selected records of the complete KDD cup 99 and solve the inveterate
problems of the KDD CUP 99 dataset, the class feature contains 21 kinds
of attacks within four types: DOS, Probe, R2L attacks and U2R attacks **.

Cloud Network compromises the integrity, confidentiality, and
availability of computer systems and resources. One of the essential
requirements in a security of cloud network is availability that appears as a
DoS attack; is considered as one of e the dangers attack among
numerous attacks in the cloud network, its make services unavailable for
indefinite period of time by overload the system with useless traffic 2.
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2. Related Works

1. Dr. Mukherjeea S. Et al., 2012, they propose a method for Feature
Vitality Based Reduction Method model for feature selection and
comparison with three methods (IG, GR, and Correlation based
Feature Selection), they discussed that; to build effective and
efficient IDS, it importance reduces features. They applied NB
classifier by used NSL KDD dataset. Experimental results indicate
that [%elected some of Features lead to enhance the performance of
IDS .

2. Koc L. et al., 2012, they discussed that the HNB binary classifier
model can be used to solve intrusion detection problem. They used
NB classifier and structurally extended NB methods augmented with
discretization and feature selection and compared the performance
with the HNB classifier as an IDS, they use KDD cup 99 dataset. The
experimental results proved that HNB classifier enhances the
performance of the system in term of error rate, misclassification, and
accuracy of detecting DOS attacks, where the accuracy of detect
DoS reach to 0.99 *3,

3. Koc L. et al.,, 2015, they explained the need to implement DM
methods in IDS, they reviewed NB classifier and then introduced
HNB classifier to solve the problem of independence of attributes
assumption. They used KDD Cup 99 dataset to evaluate the system
and CONS feature selection method, the results indicates that the
proposed system enhance the performance in terms of accuracy and
error rate, where the accuracy of detect normal and attack events
reach to 0.93 4.

3. Proposal Network Intrusion Detection System

The proposed system is offline NIDS in traditional/cloud environment
based on NB/HNB Classifiers. The first step will demonstrate how to
normalize the KDD Cup 99 and NSL KDD Dataset, Also it will illustrates
how to discrete the continuous feature in both datasets into specific
ranges, and then use two feature selection algorithms (IG and GR) to
remove unrelated features, and finally apply NB and HNB multiclass
classifiers to detect attacks in traditional/cloud environment in both
datasets. Figure (1) depicts the general structure of the proposed NIDS.
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Figure (1) : General structure of proposal NIDS
(a) Block Diagram for KDD Cup 99 dataset
(b) Block Diagram for NSL KDD dataset

3.1. Normalization

After obtained KDD Cup 99 and NSL KDD datasets from internet in
text format, the first step converts it to access database, then apply
normalization process to the continuous features by use Min-Max
Normalization algorithm, see Eq.(13), the normalization process improve
effectiveness and performance of the system by making the values of
feature within range from 0 to 1 7.

ValueX—Min
Max—Min

Value X = (13)

3.2. Discrete continuous Feature

The KDD Cup 99 and NSL KDD Datasets consist of discrete and
continuous feature, hence discretization is used to convert the continuous
feature to discrete to increase speed and ensure the effectiveness of the
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system and also to solve the problem of NB classifier when new value
appeared in test dataset that didn't appear in learning phase.

3.3. Feature Selection Methods

Feature selection is consider one of the most essential and important
preprocessing steps in data mining methods, it's used to remove the
redundant and unrelated features in a huge database like NSL KDD and
KDD Cup 99, and to improve the effectiveness of the system by reducing
the consuming time and selecting the best features. The proposed system
used information gain and gain ratio as feature selection algorithms.

3.4. Training and testing

In learning phase, the proposed system will apply NB multiclass
classifier and HNB multiclass Classifier on both KDD Cup 99 and NSL
KDD Datasets to detect attacks in traditional and cloud networks. Proposal
used 4000 records for training phase with 2169 DOS, 388 probes, 173
R2L, 35 U2R and 1235 normal in both datasets.

Testing phase used three samples in KDD Cup 99 Dataset to evaluate
and validate the performance of the system; first with 1200 records,
second with 600 records and third with 900 records. While in NSL KDD
Dataset the testing samples that have been used are 1028 records and
the other two samples used to validate the performance are (795 and 567
records).

3.4.1. Naive Bayes Classifier

After pre-processing the dataset and select the subset of best
features, the next step is building the classifier, in this proposed NIDS will
begin with NB classifier to discover the best subset of features through
selecting the subset which gives higher detection rate and accuracy with
NB. Two problems appeared in NB classifier:

= The first problem in NB Classifier solved by discretization process to
avoid appeared new values in test dataset that didn’t appear in the
training dataset.

» The second problem that occurred in NB classifier is zero probability
that happens when a frequency of value in one class or more is zero
that leads to making the result of test zero since the posterior
probabilities used multiplication operand. The zero probability is solved
by using Laplace filter (also called add one) where adding one to the
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frequency of values and adding a number of values in feature to the
frequency of class in the training dataset.

NB classifier will be tested by the steps mention below to find the best
subset of selected features and best algorithm used for feature selection:

1. Test all of Features 41 features (in both KDD Cup 99 and NSL KDD
dataset).

2. Test best 20 features selected by IG and GR (in both KDD Cup 99
and NSL KDD Dataset).

3. Test best 12 features selected by IG and GR (in both KDD Cup 99
and NSL KDD Dataset).

4. Test best 10 features selected by IG and GR (in NSL KDD
Dataset).

3.4.2 Hidden Naive Bayes Classifier

After applying NB as a classifier and find the best subset of features in
both datasets (12 features selected by GR in KDD cup 99 dataset and 10
features selected by GR in NSL KDD dataset), then HNB will be applied
on these features to compare the performance of the NB Classifier and
HNB Classifier and how will be enhancing the performance of the system
to detect DoS attacks in cloud network. HNB classifier solves the problem
of conditional independence between features by building hidden parent
for each value. One problem appeared in training phase that in hidden
parent equation when multiplying the weight with probability(4;|4;, C), they
are some of these probabilities equal to zero that leads to the same
problem in NB Classifier that solved by Laplace filter also. Algorithm (1)
describes the proposed system based on NB/HNB classifier in details.

Algorithm (1): Proposed system based on NB/ HNB classifiers
Input: Training and Testing dataset (KDD Cup 99 10% or NSL KDD
Dataset)
Output: Classification the test dataset in traditional environment and in
cloud network
Begin
Stepl:Preprocesing the dataset

1) Normalize the continuous feature in both training and testing

datasets

2) Discrete the continuous features in training and testing datasets

Step?2: Feature selection
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1) Apply info gain in training dataset and select the best 20, 12, 10
features
2) Apply gain ratio in training dataset and select the best 20, 12, 10
features
Step3: Naive bays classifier
In training phase do the following
1) Find the probability of all class in training dataset
2) Find the probability of each value within classes for all features
In test phase do the following:
1) For each record in testing dataset find the probability of each value
with class in training dataset
2) Multiply the probability of each value in the record as Eq.(2)
3) Use the multiplication result of point 2 to multiply by the probability
of class
4) Select the maximum value result from point 3 to classify the recod
as Eq.(1)
Evaluation
In traditional environment consider all kinds of attacks
Find accuracy, DR, ER, confusion matrix
In cloud environment detect DoS attacks
Find accuracy of DoS attack
Step4:apply NB classifier with all feature
Apply NB classifier with best 20 features based on GR in KDD cup
99 and NSL KDD
Apply NB classifier with best 12 features based on GR in KDD cup
99 and NSL KDD
Apply NB classifier with best 10 features based on GR in NSL KDD
Apply NB classifier with best 20 features based on IG in KDD cup 99
and NSL KDD
Apply NB classifier with best 12 features based on IG in KDD cup
99 and NSL KDD
Apply NB classifier with best 10 features based on IG in NSL KDD
Step5: find the best subset of features that given high accuracy based on
Naive bayes
Step6: apply HNB classifier on these subset as the following steps:
In training phase
1) Find the probability of each class in training dataset
2) Find Conditional mutual information between every two features as
Eq.(7)
3) Find the weight between every two features as Eq.(6)
4) Great hidden parent by use Eq.(4)
In testing phase
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1) For each record in testing dataset find the hidden value of each
value with class in training dataset
2) Multiply the hidden value of each value in record as Eq.(3)
3) Use the multiplication result of point 2 to multiply by the probability
of class
4) Select the maximum value result from point 3 to classify the record
as Eq.(5)
Evaluation
In a traditional environment consider all kinds of attacks
Find accuracy, DR, ER, confusion matrix
In cloud environment detect DoS attacks
Find accuracy of DoS attack
End

3.5. Evaluation of the proposed system

The evaluation of the proposed system performance is given in terms
of; Accuracy of detecting attacks vs. normal events(accuracy binary),
Accuracy of detecting four kinds of attacks, Accuracy to detect DoS attack
in cloud network, Detection rate (DR), error rate(ER) and confusion matrix
are taken in consideration. Where Tp (true positive), Tn (true negative), Fp
(false positive) and Fn (false negative)

_ TP
DR = TP+FN (14)
_ FP+FN
ER = TP+TN+FP+FN (15)
. TP+TN
Accuracy binary = ————— (16)
TP+TN+FP+FN
number of samples of a class correctly classified

Accuracy of class = P Y a7

number of samples of the class

. Y number of samples of a class correctly classified

Accuracy of multiclass = P Y (18)

total number of test samples

3.5.1.Evaluation of Proposed System using KDD Cup 99 dataset

The training dataset uses 4000 records, while the testing dataset is
used three datasets each one contains different number of records
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selected randomly from KDD cup 99 dataset. The results of the proposed
NIDS will be viewed as follow:

1- NIDS based on Naive Bayes Classifier by use KDD Cup 99 Dataset.

2- NIDS based on Hidden Naive Bayes Classifier by use KDD Cup 99
Dataset.

3.5.1.1. NIDS based on Naive Bayes Classifier by use KDD Cup 99
Dataset

The KDD cup 99 dataset selected their data from traditional networks,
in this section will present the result of the proposed system by taking into
consideration all kinds of attack. Table (1) shows the evaluation of
classification in three KDD cup 99 testing datasets with five different
subsets of features (NB with all features, NB with Gain ration by select 20
features, NB with GR by select 12 features, NB with IG by select 20
features, and NB with IG by select 12 features).

Table (1): Performance measure of KDD cup 99 Dataset based on NB

classifier
No. Feature Acc Acc Acc Acc | Acc | Acc Acc

DS DR ER

& FS multiclass| binary, DOS | Probe | R2L | U2R | Normal

Testl 41 0.92 0.98 | 100 | 0.01 | 0.90 100 095|025 | 0.93
Testl 201G 0.92 099 | 098 | 0.01 | 090 | 098 |0.73 | 0.25| 0.99
Testl 121G 0.91 0.98 | 0.98 | 0.02 | 0.89 100 | 0.73 0 0.96
Testl 20GR 0.91 0.97 | 0.98 | 0.025 | 0.90 098 | 0.78 | 0.25 | 0.93
Testl 12GR 0.91 097 | 097 | 003 | 094 | 089 | 0.47 | 050 | 0.94
Test2 41 0.91 0.98 | 100 | 0.01 | 092 | 0.90 | 0.77 0 0.93
Test2 201G 0.92 0.96 | 0.96 | 0.03 | 0.93 0.91 | 0.80 0 0.96
Test2 121G 0.93 097 | 099 | 002 | 095 | 091 |0.72 0 0.92
Test2 20 GR 0.91 0.97 | 0.99 | 0.02 | 0.92 0.91 | 0.75 0 0.93
Test2 12GR 0.92 0.96 | 0.97 | 0.03 | 0.97 0.83 | 0.38 0 0.93
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Test3 41 0.96 0.98 | 100 | 0.01 | 0.97 0.96 | 0.98 0 0.95
Test3 201G 0.96 0.98 | 0.97 | 0.01 | 0.95 100 0.98 0 0.99
Test3 121G 0.95 0.98 | 0.99 | 0.01 | 0.96 100 0.92 0 0.95
Test3 20 GR 0.96 0.98 | 100 | 0.01 | 0.97 100 0.96 0 0.95
Test3 12GR 0.93 0.97 | 0.97 | 0.02 | 0.98 0.87 | 049|062 | 0.95

As shown in table (1), the results of accuracy binary and accuracy
multiclass are close to each other, but the importance of the proposed
system is the accuracy of detects DoS attack that widely appeared in a
cloud network where is best when selected 12 features by use gain ratio
algorithm.

3.5.1.2. NIDS based on Hidden Naive Bayes Classifier by use KDD
Cup Dataset

After applied NB classifier with different subsets of features according
to the two feature selection algorithms and determine the best subset of
features. Now will apply HNB classifier on these subsets of features (12
features selected by gain ratio algorithm). Table (2) shows the evaluation
of the proposed system in traditional network that demonstrates the
accuracy of detecting all kinds of attacks, detection rate, error rate and
accuracy of each class.

Table (2): Performance measure of KDD cup 99 Dataset based on HNB

classifier
DS Accuracy Accuracy | DR ER DOS | Probe | R2L | U2R | Normal
multiclass binary
Testl | 0.94 0.97 0.96 | 0.02 | 100 0.89 100
Test2 | 0.92 0.97 0.97 | 0.02 | 100 0.83 0.96
Test3 | 0.93 0.96 0.95 | 0.03 | 100 0.87 0.99

Table (2) views how HNB classifier enhances the accuracy of
detecting DoS attack that reaches to 100% in three samples of testing
datasets. Also show the accuracy of detecting U2R and R2L attacks is
zero, but it detected as another kind of attack see confusion matrix in
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tables (3),(4), and (5), for example; Testl 12 of R2L attack is detected it as

a DoS attack.

Table (3): Confusion Matrix for Testl

Normal | DOS | probe | R2L | U2R
Normal | 157 0 0|0
DOs 0 M0 0 0
probe 0 8 66 0 0
RIL 11 n 0 0 0
UZR 3 1 0 0|0

Table (4): Confusion Matrix for Test2

Normal | DOS | probe | RIL | UZR
Normal | 126 7 0 0 0
DOs 0 515 | 0 0
probe 0 18| @ 0 0
RIL 17 13 ] 0
UIR 0 5 0 0 0

Table (5): Confusion Matrix for Test3

Normal | DOS | probe | R2L | U2R
Normal | 324 2 0 0 0
DOSs 0 680 ] 0 ]
probe 0 16 117 0 0
RIL 28 25 ] 0 ]
UZR 7 1 L} 0 0
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3.5.2. Evaluation of Proposed System using NSL KDD dataset

The proposed system using NSL KDD dataset is also used 4000
samples in the training phase and three samples of testing dataset contain
different records and size selected randomly from NSL KDD dataset. The
results of the proposed NIDS will be viewed as follow:

1- NIDS based on Naive Bayes Classifier by use NSL KDD Dataset.
2- NIDS based on Hidden Naive Bayes Classifier by use NSL KDD Dataset.

3.5.2.1.NIDS based on Naive Bayes Classifier by use NSL KDD
Dataset

In this section will present the result of the proposed system in a
traditional and cloud networks by finding the accuracy of all kinds of
attacks. Table (6) shows the evaluation of classification in three samples
of NSL KDD testing datasets with seven subsets of feature (NB with all
features, NB with Gain ration by select 20 features, NB with gain ratio by
select 12 features, NB with gain ratio by select 10 features, NB with IG by
select 20 features, NB with IG by select 12 features, and NB with 1G by
select 10 features).

Table (6): Performance measure of NSL KDD Dataset

No. Feature| Acc Acc Acc | Acc | Acc | Acc Acc

DS & FS multiclass| binary| DR ER DOS | Probe | R2L | U2R Nc;rlm
Testl | 41 0.68 0.88 | 098 | 0.1 | 067 | 0.98 0.60 | 0.16 | 0.63
Testl | 201G 0.68 0.82 | 0.90 | 0.17 | 0.67 | 100 0 0 0.63
Testl | 121G 0.80 0.83 | 091 | 0.16 | 0.86 | 100 020 |0 0.64
Testl | 101G 0.80 0.84 | 0.88 | 0.15| 0.86 | 100 010]|0 0.66
Testl | 20 GR 0.79 0.84 | 092 |0.14 | 0.85 | 0.98 080 |0 0.66
Testl | 12GR 0.76 0.83 | 091 | 0.16 | 0.88 | 0.63 0.70 | 0.50 | 0.63
Testl | 10GR 0.74 089 | 099 |01 |0.88 |0.35 0.70 | 0.33 | 0.61
Test2 | 41 0.69 0.90 | 0.98 | 0.07 | 0.66 | 100 0.70 | 0.18 | 0.69
Test2 | 201G 0.68 0.84 (090 |01 |0.64 | 100 0.05|0 0.69
Test2 | 121G 0.80 0.85 | 0.91|0.11|0.85 | 0.99 041]0 0.69
Test2 | 101G 0.80 0.85 | 091 0.11 | 0.86 | 100 023]|0 0.70
Test2 | 20 GR 0.81 085 | 092|001 |0.86 |100 08210 0.71
Test2 | 12GR 0.78 0.85 | 0.91|0.11|0.89 | 0.64 0.70 | 0.54 | 0.70
Test2 | 10GR 0.73 0.89 | 0.99 | 0.07 | 0.87 | 0.35 0.29 | 0.36 | 0.66
Test3 | 41 0.76 091 | 0.97 | 0.08 | 0.64 | 100 0.62 | 0.15 | 0.78
Test3 | 201G 0.71 0.86 | 0.89 | 0.13 | 0.64 | 100 004 |0 0.78
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Test3 | 121G 0.82 0.86 | 0.90 | 0.13 | 0.86 | 0.99 033 |0 0.78
Test3 | 101G 0.82 0.86 | 0.90 | 0.13 | 0.85 | 100 0.20 | 0 0.77
Test3 | 20 GR 0.83 0.87 | 0.92|0.12 | 0.86 | 0.98 087 |0 0.78
Test3 | 12GR 0.79 0.87 | 091 | 0.12 | 0.89 | 0.56 0.62 | 0.61 | 0.78
Test3 | 10GR 0.76 0.92 | 0.99 | 0.07 | 0.86 | 0.35 0.62 | 0.38 | 0.76

In table (6) The evaluation indicates the best result of detecting
attacks and normal is occurred by use only 10 features by applied gain
ratio, While in cloud network the accuracy for each class determine that
the accuracy of detecting DoS attack in Testl is high when using best 12
or 10 features by applied IG but the other kinds of attacks cannot detect it,
that leads to indicate the best result when select 10 or 12 features by use
GR, while in Test2 and Test3 the results of select 10 and 12 features are
close to each other.

3.5.2.2. NIDS based on Hidden Naive Bayes Classifier by use NSL
KDD Dataset

HNB classifier applied to the best subset of features (10 features
selected by use gain ratio algorithm). The evaluation of performance by
using three testing datasets is shown in Table (7) (accuracy of multiclass,
accuracy binary, error rate (DR), detection rate (ER), and the accuracy of
every kinds of class, the result indicates the accuracy of detecting DoS
attack is best when use 10 features by applies GR algorithm.

Table (7): performance measure of NSL KDD Dataset

ps | Accuracy) Accuracy | Lo | eo | pos | probe | R2L | U2R | Normal
multiclass| binary

Testl 0.83 0.92 0.90 | 0.07 | 0.90 | 0.29 0 0 100

Test2 | 0.82 092 |090|006|090| 029 | 0 | 0 | 100

Test3 0.83 0.93 0.90 | 0.06 | 0.90 | 0.28 0 0 100

Table (8), (9) and (10) views the confusion matrix for test (1, 2 and 3)
of NSL KDD dataset by use only 10 features that selected by GR
algorithm which achieves best accuracy in detecting DoS attack. Table (7)
view that; the accuracy of detect DoS is 90 % and the accuracy of detect
normal instance is 100%, while the accuracy of detect the other attacks
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(probe, R2L, and U2R) is low, but it's detect it as a DoS attack, look at

tables (8), (9) and (10).

Table (8): Confusion Matrix for Testl

Normal | DOS | Probg R2L | U2R
Normal | 157 0 0 0 0
DOS 30 206 |0 0 0
probe |0 48 20 0 0
RIL 0 10 0 0 0
U2R 3 3 0 0 0

Table (9): Confusion Matrix for Test2

Normal | DOS [Probe| R2ZL | U2ZR
Normal | 233 0 0 1] 1]
DOSs 40 304 10 0 0
probe |0 71 20 |0 0
R2L 1 16 0 0 0
UIR 6 5 0 0 0

Table (10): Confusion Matrix for Test3

Normal | DOS | Probe| R2IL | U2R
Normal 330 0 0 0 0
DOs 50 489 0 0 0
probe 0 g7 35 0 0
R2L 3 21 0 0 0
U2R 7 i} 0 0 0

167 -

(31) 232ll /) semial) dlae




Hafsa Adil Ph.D (Asst. Prof.) Soukaena H. Hashem

4. Conclusions

The Proposed system indicates the important to use NIDS in cloud
network to detect DoS attack that consider the most harmful attack in a
network that effect on the availability of the resource, Normalization and
discretization processes makes the proposed system more efficient, To
enhance the accuracy of proposed system and reduce the consuming time
suggests use IG and GR algorithms as a feature selection. Using these
algorithms raise the accuracy result of classification, as shown in tables (1)
and (6), The accuracy of NB classifier supported by gain ratio is better
than using all features or use NB Classifier with 1G, The proposed system
achieves high accuracy when select twelve feature using GR in KDD Cup
99 dataset, while in NSL KDD dataset is best to select ten features using
GR, The Proposed System based on NB classifier gives high accuracy by
use KDD Cup 99 Dataset as shown in table (1), but when using HNB as a
classifier the result of detect DoS become excellent as shown in table (2),
HNB Classifier is more complicated than NB Classifier but is more
efficient, Use KDD Cup Dataset gives high accuracy than when using NSL
KDD Dataset.
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S Jalail) CAES aUAS Ut NB/HNB ciiaa aladic) ) |

Jile Aada rduallll AR G Al 0

OS5 Aol g el A0 4 Alaisal) Glaagdl of 5,1 &3 Gl 1 4 1 paldil)
HNB iias aladiul ~| 58 & A oda Jal | jabadll 4nlic Je i «d DoS J8
Gakd &5 Cua | Apaal) ) iVl V) s dulad) A3 8 DOS S A Gl
5 @El NB ¢ Gl g sl clinall jUial 5 clilal) 45 3a3 dleny Lasede V5l NB Caiadl
aladiuly s (info Gain, Gain ratio) La s Slaall jlsal daleal (8 jla aladiul o5 Cus HNB
Cell Gua Gl elaf il Ciesdiul ) (KDD Cup 99 , NSL KDD) <liball ixels
%100 ) dsill Cllia s Cua DOS oS A s HNB e dlaie YU 7 il alaill () bl
saeld Aladiuly asally cllginal 8 ddline culS il pUaill asdl clily ae) @ EOG Hladiul
s cliay Wiy GR & e alieYy clia jie & Jlialiy KDD Cup 99 <l
NB aladinl o Lavie alaill asdl clily aeld &6 3 (94,97,98) I DoS ol
)8 & < %90 &) DOS lis) s Glia s NSL KDD il sacld = Lol (CainaS
GR 4ikh e dkieYl clia yie HLial; Ciiad HNB Gle slae YU aUaill Gasd clily
uags Clily el S L8 (88,87,86) ol mlill cilia s Ciliad NB aladiul a8 Latie Laiy
ol

Aaxdall Cayuatll UL cpaes | Jalail) CadS alas c4alidal) cilalsl)

Gl ol o sulall ale and i o) 53l dnalal)
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